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Background

Training neural models to simplify biomedical documents requires large, 
high-quality training datasets.

However, biomedical text simplification corpora are often limited in size.

To this end, Devaraj et al. (2021) introduced the Cochrane corpus, derived from 
the Cochrane Database of Systematic Reviews.



The CDSR

The Cochrane Database of Systematic Reviews (CDSR) comprises systematic 
reviews of research in health care and health policy. 

A systematic review attempts to identify, appraise and synthesize all empirical 
evidence that is relevant to a specific research question. 

Cochrane reviews are internationally recognized as the highest standard in 
evidence-based health care. 

They are written according to a comprehensive set of guidelines. 



The CDSR

Each review includes a technical abstract, which is targeted at healthcare decision 
makers, and a plain language summary, which should be understandable for a 
wide range of non-expert readers.



The Cochrane Corpus

Devaraj et al. (2021) compiled a corpus of (complex, simple) texts comprising 
parallel subsets of abstracts and lay summaries from the CDSR.

Each complex text in the corpus covers the Main Results and Authors’ 
Conclusions sections of the technical abstract.

Each simple text comprises a lay summary, starting at the approximate location of 
the first section, paragraph or sentence (depending on the structure) describing 
the studies and results.



Analysis of the Cochrane Corpus

We randomly select ten paired (complex, simple) texts from the corpus.

Next, we manually align sentences between these pairs that are equivalent or 
partially equivalent in meaning.

As a result, we obtain 79 alignments. 
Complex text
{0: 'We included two trials involving 54 participants with CVI.', 1: 'Many of our review outcomes were not reported or reported by 
only one of the two studies.', 2: 'The intensity of disease signs and symptoms was measured in both studies but using different 
scales; we were therefore unable to pool the data.', 3: 'One study reported no difference between the exercise and control groups 
whereas the second reported a reduction in symptoms in the exercise group.', 4: 'In one study, increases in change in ejection 
fraction compared with baseline (mean difference (MD) 4.88%, 95% confidence interval (CI) 3.16 to 6.60; 30 participants; P < 
0.00001), half venous refilling time (MD 4.20 seconds, 95% CI 3.28 to 5.12; 23 participants; P < 0.00001) and total venous refilling 
time (MD 9.40 seconds, 95% CI 7.77 to 11.03; 23 participants; P < 0.00001) were observed in the exercise group compared with 
the control group.', 5: 'One study reported no difference between the exercise and control groups with regard to quality of life or 
ankle range of motion.', 6: 'Although muscle strength assessed by dynamometry at slow speed did not differ between the two 
groups in this study, variable peak torque at fast speed was lower in the control group than in the exercise group (2.8 ± 0.9 
compared with -0.3 ± 0.6, P < 0.03).', 7: 'The incidence of venous leg ulcers, incidence of surgical intervention to treat symptoms 
related to CVI and exercise capacity were not assessed or reported in either of the included trials.', 8: 'We rated both included 
studies as at high risk of bias; hence, these data should be interpreted carefully.', 9: 'Due to the small number of studies and small 
sample size, we were not able to verify indirectness and publication bias.', 10: 'Therefore, we judged the overall quality of evidence 
as very low according to the GRADE approach.', 11: 'There is currently insufficient evidence available to assess the efficacy of 
physical exercise in people with CVI.', 12: 'Future research into the effect of physical exercise should consider types of exercise 
protocols (intensity, frequency and time), sample size, blinding and homogeneity according to the severity of disease.'}

Simple text
{0: 'This review included two clinical trials, involving a total of 54 participants, that compared directly the 
effects of physical exercise and a control intervention (evidence current until May 2016).', 1: 'One study 
reported no difference between the exercise and control groups whereas the second reported a reduction 
in symptoms in the exercise group.', 2: 'At the end of the study, an improvement in venous blood return 
was observed in the exercise group compared with the control group.', 3: 'The included studies did not 
report on new cases of venous leg ulcers.', 4: "No difference between the exercise and control groups 
was observed with regard to participants' quality of life, the range of motion of the ankle joint or overall 
muscle strength.", 5: 'The overall finding of an improvement in venous blood return in the exercise group 
favours the idea that physical exercise improves blood flow conditions in people with CVI, but we found 
the risk of bias due to blinding or randomisation to be high for both studies.', 6: 'We therefore consider 
that there is currently not enough information to determine whether physical exercise is effective in the 
management of CVI.', 7: 'Quality of the evidence We judged the overall quality of evidence as very low: 
the two included studies were small (54 participants in total) and were at high risk of bias based on their 
methods of blinding or randomisation.'}



Analysis of the Cochrane corpus

Of the total of 98 simple sentences in the selected texts, 68 are aligned to at least 
one of the 139 complex sentences. 

Thus, 30 out of 98 simple sentences are not aligned. 

While 2 of them are elaborations, the remaining 28 contain information that is 
present in the full review but not in the complex text.

This is largely because the plain language summaries are written directly from the 
full review, instead of being simplified versions of the technical abstracts.

Consequently, around 29% of the sentences in the simple reference texts cannot 
be generated from the complex source text.



Cochrane-auto

We automatically align the simple and complex sentences in the corpus, and we 
exclude all simple sentences that are not aligned from our references.

(We use from an updated version of the Cochrane corpus, which is based on 
systematic reviews that were published in the CDSR up until March 14, 2024.)



Alignment model

We make use of the neural CRF alignment model proposed by Jiang et al. (2020).

When provided with a (complex, simple) text pair as input, this model 
automatically aligns each sentence in the simple text to either one or zero 
corresponding sentences in the complex text. 

In doing so, it leverages the similar order of sentences in parallel texts and utilizes 
a fine-tuned BERT model to capture the semantic similarity between sentence 
pairs.



Alignment model

Jiang et al. (2020) applied their model to two simplification corpora: Newsela and 
Wikipedia.

More specifically, they first created Newsela-manual and Wiki-manual by manually 
aligning 50 article groups from Newsela and 500 article pairs from Wikipedia.

Then they fine-tuned BERT and trained their alignment models on train splits of 
these datasets.

Finally, they applied their trained models to the remaining data to create the 
automatically aligned Newsela-auto and Wiki-auto datasets.



Alignment procedure

We create Cochrane-auto by applying the sentence alignment model that was 
pretrained on Wiki-manual to the updated Cochrane corpus.

We apply our alignment model to the full text pairs.

When sentences from different paragraphs in a simple text are automatically 
aligned to the same sentence in the parallel text, we only keep the alignments with 
the simple paragraph in which the aligned sentences have the highest similarity to 
that sentence.



Alignment results



Alignment results



Preprocessing

We preprocess Cochrane-auto similarly to how Cripwell et al. (2023a) 
preprocessed Newsela-auto and Wiki-auto.

That is, for each sentence ci in a complex document, we use the simple sentence 
sj to which it is aligned as a reference. If it is aligned to multiple sj s, we 
concatenate them; if it is not aligned, we use an empty string. 

Next, we create paragraph- and document-level references by concatenating the 
references for each sentence in a complex paragraph or document.



Preprocessing

We filter out instances where less than 50% of the sentences in the complex 
document C are aligned to any sj.

We also remove instances where the length of a document exceeds 1024 tokens, 
or would exceed 1024 tokens after adding the special tokens needed for the 
plan-guided simplification approach of Cripwell et al. (2023a). 

As a result, the preprocessed Cochrane-auto dataset consists of 894 train, 125 
validation and 121 test instances.



Dataset statistics



Example



Limitations

- Our automatic alignments are imperfect;
- Simple sentences that are correctly aligned may still contain information that 

is not present in the source sentence;
- The ‘real’ alignments may not reside at the sentence-level;
- The deletion and reordering of sentences may impact the discourse structure 

of the reference document;
- Elaborative sentences are excluded from the references;
- The simplifications exhibit greater variation, which may lead to conservative 

models.



Conclusion

We present Cochrane-auto: a large aligned dataset for the simplification of 
biomedical abstracts at the document-, paragraph- and sentence-level.

Our freely available corpus complementing Newsela-auto and Wiki-auto facilitates 
text simplification research beyond direct lexical and grammatical revisions.



Questions?


