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SimpleText

ElasticSearch to retrieve documents

LLMs to rewrite, explain and identifly difficult terms



Task 1: “What is in 
(or out)?”

● Using the ElasticSearch API to retrieve abstracts
● Take the first 5 entries from task1_queries and call

the ES API for each of them
● TF-IDF vectorization
● rel_score based on cosine similarity of query and

abstract



Task 1: “What is in 
(or out)?”

● comb_score based on FKGL – take into account
complexity

● Abstracts are usually on a College graduate level
● Need to simplify them for general public



Task 2: “What is unclear?”
● Using LLMs to analyze texts
● Using langchain replicate (ran out of

tokens…)
● Switched to LLAMA2_13B_CHAT
● One shot prompting for difficulty
● Few shot prompting for explanations
● Create a list of difficult terms using LLAMA, 

split them and then ask the LLAMA model 
to provide explanations



Task 2: “What is unclear?”
● Wiki library for definitions (not working well

considering terms marked as difficult are 
not available)

● Using regex to process the output of
LLAMA model to make text seem „human 
like”



Rewrite this! Rewriting 
scientific text
● llama-2-7b-chat, increased the context

window so that abstracts can fit
● Possibility to also use other LLAMA models

with larger context, 32k tokens
● Could have also used context splitting
● Loaded last 25 sentances from the train set



Rewrite this! Rewriting 
scientific text
● Prompting the model to simplify the

sentence
● Removing „fluff” again
● Formatting to json
● Same approach for abstracts




