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● Compare Scientific Results

○ Task

○ Dataset

○ Metric

● Find best models for given task

● Currently manually curated
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What are Scientific Leaderboards?



Task: Image Classification (from title)

Dataset: CIFAR-10, CIFAR-100, …

Metric: Accuracy, Improvement

Score: 99.5%, 99.612%, 0.112%, …

→ Manually extract these TDMS 

    combinations for leaderboards
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Example: “Efficient Adaptive Ensembling for Image Classification”
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Example: “Efficient Adaptive Ensembling for Image Classification”

https://paperswithcode.com/sota/image-classification-on-cifar-10
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Example: “Efficient Adaptive Ensembling for Image Classification”

https://paperswithcode.com/sota/image-classification-on-cifar-10



https://arxiv.org/pdf/2206.07394v3https://paperswithcode.com/sota/image-classification-on-cifar-10



Develop a machine learning model that can distinguish whether a scholarly article 
provided as input to the model reports a TDMS or not. And for articles reporting 

TDMSs, extract all the relevant ones.
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Task
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Process
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Process



● Rule-based binary classifier → LaTeX source code structures

● Avoid complex models for simple tasks

 

● Recall-Oriented
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Rule Based Pre-Filtering 



● Rule-based binary classifier → LaTeX source code structures

● Avoid complex models for simple tasks

 

● Recall-Oriented
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Rule Based Pre-Filtering 
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Process
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TDMS Extraction
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TDMS Extraction
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TDMS Extraction 

Baseline Model

● ML Pipeline

○ Table Extraction

○ Text Extraction

● Result Merging

● Uses Arxiv as source → 

overlap in the collections
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TDMS Extraction 

LLMs

zero shot few shots
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TDMS Extraction 

LLMs

unanswerable 
filtered
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TDMS Extraction 

LLMs

results and experiments sections 
(Argumentative Zoning)
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TDMS Extraction 

LLMs

PwC 
additional information 
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Results

Drop because 
misleading 
information
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Results

Increase because 
valuable information
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Manual Analysis
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Manual Analysis



● No reliable results yet

→ Repeat runs

● Test data needs improvement

○ Standardized naming

○ All results should be included

● External knowledge beneficial for TDMS extraction

→ Cause hallucinations in classification task

● Only <60% of TDMS values are in preprints

→ How does the coverage change for the actual papers?
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Conclusion
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Any Questions?


