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Identify and Explain Difficult Concepts

SimpleText Task 2

• Understanding terminology is crucial for comprehending scientific 
information.  

• Comprehension of the term implies grasping the concept it 
represents without the need for an explicit definition.  

• Writing clear definitions of scientific terms makes complex 
concepts more understandable.  

• Providing accurate definitions and background knowledge can 
reduce the risk of misinterpreting scientific information



Goal of Task 2

• The goal of this task is to identify key concepts that need to be 
contextualized with a definition, example or use case, and provide 
useful and understandable explanations for them.  

• There are three subtasks: 

• Task 2.1: predict the terms in a text and the difficulty of the concepts 
they designate (easy/medium/difficult). 

• Task 2.2: write a definition (and an explanation) for each difficult term. 

• Task 2.3: retrieve the provided definitions of the difficult terms in 
“correct” order.



Find candidate terms and set difficulty
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Write definitions (and explanations) for difficult concepts

Task 2.2
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Rank available definition 

Task 2.3
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Dataset creation

• The corpus of Task 2 is based on the sentences in high-ranked 
abstracts to the requests of Task 1. And collected in 2023.  

• A total of 175 documents and 1,077 sentences were used to generate 
the training and test data. In particular, we had  

• 115 documents and 576 sentences for the training set and 

• 60 documents and 501 sentences for the test set



Dataset creation

• In particular, the dataset comprises the following files 

• The documents and their sentences. 

• Terms manually extracted and their relative difficulty. 

• Definitions and the explanations provided for the difficult terms. 

• Definitions automatically generated by a large language model.



Training set

Dataset creation

• For the training set, we engaged 21 experts to manually annotate 
each document, identifying the terms in each sentence, assessing 
their difficulty, and providing definitions and explanations for each 
difficult term.  

• This effort resulted in the generation of 1,609 terms and 899 
definitions and explanations. 

• To further analyze the consistency among experts, we deliberately 
assigned the same documents to multiple experts in some instances. 

• Additionally, for each concept accompanied by a definition, we 
created two "good" definitions and two "bad" definitions.



Validation set

Dataset creation

• We introduced an additional set of files produced by an external 
expert who reviewed the annotations of the 21 experts.  

• This secondary set, referred to as the validation set, included the 
expert’s additions of missing terms, definitions, or both.  

• This review added 677 terms, 960 definitions. 

• In addition 3,732 generated definitions (equally divided between 
good and bad) were added.



Validation set

Dataset creation

• For the test set, we asked the external expert to annotate the 
remaining 60 documents.  

• A total of 1,440 terms were extracted and 424 definitions were written 
from the 501 sentences of the test set.  

• An additional 3,816 definitions (equally distributed between good 
and bad definitions) were also added.



Two steps

Dataset Annotation

• Identification and manual extraction of candidate terms from 
abstracts 

• Term: “designation that represents a general concept by linguistic 
means” ISO 1087: 2019 

• Construction of a collection of definitions of the concepts 
designated by candidate terms



Creation of definitions

Dataset Annotation

• Retrieval of definitions of the concepts from sources 

• Transformation – where necessary – of definitions into intensional 
definitions 

• Intensional definition: “definition that conveys the intension of a 
concept by stating the immediate generic concept and the 
delimiting characteristic(s)”  ISO 1087: 2019



Metrics

Evaluation`

• Recall of all the terms, independently from the level of difficulty 

• Precision of all the terms, independently from the level of difficulty 

• • the F1 score of all the terms, independently from the level of difficulty 

• Recall of the difficult terms 

• Precision of the difficult terms 

• F1 score of the difficult terms 

• BLEU score computed for bigrams (ngrams from n = 1 to n = 4)



Participants

Results



Recall precision

Results



Recall precision (difficult only)

Results



BLEU (difficult terms only)

Results



Conclusion

• Big effort to create  

• one of the largest dataset for the evaluation of Automatic Term 
Extraction (ATE) tools 

• First dataset for ATE with with data about the difficulty of a term 

• First dataset of terminological definitions 

• Very interesting results 

• Many cases of human-in-the-loop with LLM



Conclusion

• Lots of things to do 

• Additional round of cleaning and re-evaluation of the dataset 

• Additional thoughts about the evaluation metrics 

• Better description for Task 2.3 (potentially a big impact)
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