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1. Introduction

• Reading is a complex process.

• Information technologies make it possible for people to access abundant information.

• Scientific texts = Complex content + lack of prior knowledge.

• People take worthless information from the web and social networks.

• CWI is the task of detecting difficult words.

• Objetive . The goal of this task is to decide which concepts in scientific abstracts require explanation 
and contextualization in order to help a reader understand the scientific text.



Task 2: Identifying and explaining difficult concepts

• Applying zero-shot prompting to GPT-4 Turbo model, extracting the predictions from the generated 
sequence.

2. Methodology

• Model parameters are:

• Create a database to store the data set.

Simple@Text 2024- The corpus of Task 2 is based on the sentences in high-ranked abstracts to the requests of Task 1.



Prompt task 2. 1 y 2.2 
with Zero-Shot Learning Prompt
PRM_ZS_TASK2_V1

i) to retrieve up to 5 difficult terms in a given passage from a scientific abstract 

ii) to provide a definition or an explanation or both of these difficult terms.

The task has two steps:

We built 3 different versions of prompt for the execution of task 2.





i) to retrieve up to 5 difficult terms in a given passage from a scientific abstract 

ii) to provide a definition or an explanation or both of these difficult terms.

The task has two steps:

Prompt PRM_ZS_TASK2_V2 Prompt PRM_ZS_TASK2_V3



Results applying using a GPT-4 Turbo model in task 2.1 with 

Zero-Shot learning



Prompt task
2. 2 with 

Zero-Shot
Learning



Simple@Text
2024 official 
results of task 
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Conclusions

• The model demonstrated strong performance in solving tasks 2.1 and 2.2 proposed in SimpleText@CLEF@2024.

• The model has proven to be able to generate robust responses based on the text or instruction (message)

• provided.

• We observe that GPT-4 Turbo analyzes the text, uses its extensive knowledge to identify words that can be
considered complex, and categorizes them according to their complexity.

• Zero-shot learning has been successfully applied to large data sets, generating remarkable results in this area.

• Extremely large language models as GPT-4 can play a important role in the development of accessibility related
solutions.
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