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Background 

● The rapid advancements in Large Language Models (LLMs) have opened new 

avenues for automating complex tasks in AI research.

● This work investigates the efficacy of different LLMs-Mistral 7B, Llama-2, GPT-4-

Turbo and GPT-4.o in extracting leaderboards from AI research articles.

● We explored three types of contextual inputs to the models: DocTAET (Document 

Title, Abstract, Experimental Setup, and Tabular Information), DocREC (Results, 

Experiments, and Conclusions), and DocFULL (entire document).

● We evaluates the performance of these models in generating (Task, Dataset, 

Metric, Score) quadruples from papers. The findings reveal significant insights into 

the strengths and limitations of each model and context type.



Background 

● Empirical Machine learning studies how machines learn with respect to a task, a

performance metric, and a dataset (Mitchell, 2006). The (task, dataset, metric

name, metric value) tuple can therefore be seen as representing a single result

(Leaderboard) of a machine learning paper.



Definition

● DocTAET: comprises text selected from the (T)-title, (A)-abstract, (E)-experimental 

setup, and (T)- tabular information parts of the full-text. It yields an average context 

length of 493 words.

● DocREC: Introduced for the first time in this work, the DocREC context comprises 

text selected from the sections named (R)-results, (E)-experiments, and (C)-

conclusions. It yields an average context length of 1,586 words.

● DocFULL: we used the full paper text as context. This approach entailed compiling 

the LaTeX source code of the document and translating its entirety into a plain text 

file.  It yields an average context length of 5,948 words.



Our Approach



The Task Corpus



Results - Summarization



Results - F1 Score



Conclusion

● Our participation in the shared task has demonstrated that fine-tuning open-

source models like Mistral 7B and Llama-2 7B can yield competitive, and in some

cases superior, results compared to proprietary models such as GPT-4.o and

GPT-4-Turbo.

● Throughout our experiments, the DocTAET context typically delivered dependable

and accurate performance, while the DocREC context excelled in scenarios where

precision is paramount.

● In conclusion, our involvement in the shared task has not only highlighted the

effectiveness of fine-tuned open-source models but also emphasized the

importance of strategic context selection in maximizing model performance.
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