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Introduction

Task 1: What’s in or out?
→ Retrieve all passages pertinent to a given query or topic

• 2023: Improve ranking model for scientific passage retrieval task
• 2024: Improve input to ranking models by generating new search queries

Task 3: Rewrite this!
→ Simplify passages from scientific abstracts given a query

• Test power of simple prompt engineering
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Retrieve all passages pertinent to a given query or topic

TASK 1: What’s in or out?



TASK 1

Fine-tuning dense-retrieval models
• Validation:

• 100 queries across 20 disciplines.
• Pooling technique for document retrieval
• 50 manually evaluated snippets per query

• Training:
• Large set of unlabeled documents
• Generative Pseudo Labeling (GPL)

• Unsupervised domain adaptation
• Generates pseudo labels for unlabeled data
• Pseudo labels with ms-marco-MiniLM-L-6-v2

02 2023



TASK 102

Table: Details on fine-tuning of various models

2023



TASK 102 2023
Table: Official Results of Simple Text Task 1 - CLEF 2023 

…



TASK 102 2024

Improving input to ranking model

• Retrieving Relevant Passages
• Need high-performing ranking model
• How do you ask for relevant passages?
• —> Improve search queries

• Generating Search Queries
• GPT-3.5-turbo-0125
• Use generated queries to:

• Create corpus from top-k ElasticSearch documents
• Re-rank using fine-tuned model



TASK 102 2024
Generating Topics using Abstracts



TASK 102 2024
Generate Queries using provided Topics and Abstracts



TASK 1: Experiments02



TASK 1: Experiments02

• Selection based on 2023 
performance

• ElasticSearch API used for 
creating corpus

• Re-ranked with fine-tuned 
models



TASK 1: Results02

Table: Performance of Official Runs on the 2024 SimpleText Task 1 Train Qrels

• Best: “Query”, 
"query, topic”

• Worst: generated 
and topic-level 
queries

• ↑ corpus size
↓ performance



TASK 1: Experiments02



TASK 1: Results02

…

• Discrepancy between Train qrels
and Test qrels rankings

• Best: Gen query, query, topic, gen 
topic

• Worst: Query and topic
• ↑ corpus size

↓ performance
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Simplify passages from scientific abstracts given a query

TASK 3: Rewrite this!



TASK 3

• Simple zero-shot prompting

• Zero-shot prompting with detailed instructions 

• Few-shot prompting → in-context learning w.o. updating model params

• Provided train set as input-output examples.
• Randomly selected samples.

• Adding Background Information → identify essential information
• Method 1: sentence-level simplification → avoid over-simplification

Include abstract as context to the sentence

• Method 2: breaking down complex terms → aid lexical simplification
1. Identify key concepts in given abstract
2. Provide definitions or synonyms for these concepts

03



TASK 3: Experiments03
Table:Configurations of official submissions for Task 3 



Test Set has high FKGL
Sentence-Level: 13.62
Abstract-Level: 13.82

TASK 3: Results03

Table: Performance of Official Runs on the 2024 SimpleText Task 3 Test Set

↑ BLEU, SARI, FKGL
higher similarity, and 
higher education level 

↓ FKGL, BLEU, SARI
simpler, but less 
similar to reference



TASK 3.1: Results03

Table: Results for CLEF 2024 SimpleText Task 3.1 sentence-level text 

simplification (task number removed from the run_id) on the test set 

Discrepancy between test set and 
official results

FKGL:  13.62 vs 8.86



TASK 3.1: Results03

Table: Results for CLEF 2024 SimpleText Task 3.1 sentence-level text 

simplification (task number removed from the run_id) on the test set 

Simplest prompts are best at 
simplification

Lowest FKGL



TASK 3.1: Results03

Table: Results for CLEF 2024 SimpleText Task 3.1 sentence-level text 

simplification (task number removed from the run_id) on the test set 

Zero-Shot vs Few-Shot
Examples used in few-shot too complex



TASK 3.2: Results03

Table: Results for CLEF 2024 SimpleText Task 3.2 abstract-level text 

simplification (task number removed from the run_id) on the test set 

Zero-Shot vs Few-Shot
Examples used in few-shot too complex



TASK 3: Results03
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Task 1
• Performance not as high as the previous year
• Hypothesis: shift from lexical to semantic search models and generative methods in the 

reference set
• Generated Search Queries > traditional search queries
• Best performance with query-level generated queries

Task 3
• Various prompt-engineering techniques tested
• Simplest prompts yielded best FKGL and BLEU scores
• Few-shot prompts underperformed due to complexity mismatch between test and 

reference sets

Conclusion
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