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Rewriting a text in language such that it is accessible by more readers. A good 
simplification must fulfill the following criteria:
● preserve original meaning
● fluency
● easier to comprehend than the original

Source: Furthermore, the same approach is applicable to similar malware analysis scenarios.

Simplification(1): The same method can be used to analyze other types of malware.

Simplification(2): The same method can be used to analyze other types of malicious software, such as harmful code 
designed to steal sensitive information or disrupt normal computer functions, to identify its 
characteristics, behavior, and potential impact, and understand and counter its threats.

Example:
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Dataset of Simpletext 2023/2024 Task 3/3.1:

Training set of 648 parallel training sentences:

Used to domain adapt Alpaca-LoRA 7B models on four different prompts (2023)

Test Set: 577 Sentences

Simplifications candidates generated through:
1. Domain-adapted Alpaca-LoRA 7B models (2023)
2. Off-the-shelf LLama 3 8B (2024)

SimpleText Best of Labs in CLEF-2023: Scientific Text Simplification Using 
Multi-Prompt Minimum Bayes Risk Decoding



Department of Computational Linguistics
6

Candidate 
Generation method
Ex.  beam search

Task Dependent 
Evaluation metric

Shared Utility
(higher is better)

Source input for text 
generation
Ex. MT, Text Simp.

Best Candidate
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Candidates given into Minimum Bayes Risk come from the same prompt on the same 
model weights, typically generated through beam search.
What we do differently is:
● Each candidate is generated by a different prompt
● We generate candidates through also prepending intermediate definitions of 

complex terms in the prompt so that they can be included in the simplification 
(Through ID)

Prompt Name Prompt Intuition

P1: General (+ Through ID variant) Simplify the following scientific sentence to make it more 
understandable for a general audience

This prompt aims to rephrase complex scientific 
content into a format that is easier for a general 
audience to grasp, enhancing overall accessibility and 
comprehension.

P2: 5Y (+ Through ID variant) P2: 5Y  & Simplify the following scientific sentence. 
Explain it as if you were talking to a 5-year-old, using 
simple words and concepts:

Break down complex words into their most 
fundamental elements, using very simple language 
and concepts that even a child could understand.
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Why Lens? (2023)

Technically, any simplification metric can be 
used as the utility of Minimum Bayes Risk. 
However, the ones that by default can aggregate 
multiple “reference” candidates are more 
straightforward to apply:

A Learnable Evaluation Metric for Text Simplification[3]

– LENS best correlates with humans - trained on different 
kinds of text simplifications.

– SARI fails to capture simplifications that deviate 
lexically(first two examples)

SimpleText Best of Labs in CLEF-2023: Scientific Text Simplification Using 
Multi-Prompt Minimum Bayes Risk Decoding



Department of Computational Linguistics
9

-> We stick with LENS

Why Lens? (2024)

Since 2023, Simplicity Level 
Estimate(SLE)[1] claims to have higher 
correlation with human annotators. We 
augment simplification candidates with 
Grammar errors (GE) and observe  how the 
metric behaves.
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Results 2023 (Alpaca LoRA):

󰗨 Domain adaptation 
improved performance
󰗨 Different prompts 
exhibited different 
performance, ranging per 
metric
󰗨 Minimum Bayes Risk 
improves performance over 
the best prompt
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Results 2024 (LLama3):

󰗨 Different prompts exhibit 
different performances
󰗭 5Y prompt seems to 
oversimplify text (very low 
FKGL) 
󰗭 Minimum Bayes Risk 
performs worse than the best 
prompt.
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Thank you for your attention.

Questions?
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