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Background

Leaderboards are scoreboards in AI and related fields, showing the
best results achieved by models on specific tasks, datasets, and
evaluation metrics. While they have traditionally been
community-curated, see the benchmarks feature
https://orkg.org/benchmarks on the Open Research Knowledge
Graph, their construction could be greatly expedited using text
mining.

https://orkg.org/benchmarks
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Application - ORKG benchmarks
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Goals

We want to create a shift from the traditional method of community
curation of Leaderboards, alternatively the state-of-the-art or SOTA.
We instead want to establish Leaderboard curation as an automated
text mining task based on machine learning.
The SOTA task itself has the following goals:

given an article, the model should first determine whether the article
reports a leaderboard or not; and
for articles reporting a leaderboard, the model extracts all related
(Task, Dataset, Metric, Score) tuples
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Our Prior Work: Recognizing Textual Entailment

Kabongo, S., D’Souza, J., Auer, S. (2021). Automated Mining of Leaderboards for Empirical AI Research. In: Ke, HR., Lee,
C.S., Sugiyama, K. (eds) Towards Open and Trustworthy Digital Societies. ICADL 2021. Lecture Notes in Computer Science(),
vol 13133. Springer, Cham. https://doi.org/10.1007/978-3-030-91669-5_35 Best Paper Award
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Our Prior Work: Zero-shot Evaluation Results

Zero-shot results for leaderboard extraction as an RTE task for the two best
models, viz. ORKG-TDMBert and ORKG-TDMXLNet given unseen
leaderboards in training.

Kabongo S, D’Souza J, Auer S. Zero-shot Entailment of Leaderboards for Empirical AI Research. arXiv preprint
arXiv:2303.16835. 2023 Mar 29. Accepted to JCDL 2023.
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Moving Forward

By releasing SOTA as a shared task, we hope to attract models that
attempt the task via innovative and novel task formulations. E.g., as
a sequence-to-sequence text generation task given Large Language
Models (LLMs).
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Planned Task Organization

1st Stage: Training Dataset Release.
Participants will be provided with approximately 5000 articles in xml format.
A portion of the articles will be accompanied with (Task, Dataset, Metric,
Score) tuple annotations. While another portion of the articles that do not
report leaderboards will have no accompanying annotations.

2nd Stage: Test Dataset Releases w.r.t two Evaluation Settings.
Few-shot. A test dataset of scholarly articles will be released and
participants will be expected to apply their models on this data. The
(TDMS) annotations will be hidden from the participants and used in a blind
evaluation. In this few-shot setting, the (TDMS)’s will be only those seen in
training.
Zero-shot. Another unique test dataset of scholarly articles will be released.
Again the (TDMS) annotations will be hidden from the participants. This
test set will include articles (TDMS) with unseen T, D, or M in training.



Task 4 - SOTA @ SimpleText 2024

Thank you !
Join us at SimpleText 2024 !

Website : https://simpletext-project.com
E-mail : contact@simpletext-project.com

Twitter : https://twitter.com/SimpletextW
Google group : https://groups.google.com/g/simpletext

https://simpletext-project.com
contact@simpletext-project.com
https://twitter.com/SimpletextW
https://groups.google.com/g/simpletext
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